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Talk outline

▪ Background to Orion Impact proposal
▪ Mapping strategy
▪ Data reduction process and data quality
▪ Overcoming data quality issues
▪ Looking to future

▪ Data formats
▪ Improving observing efficiency 
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Impact proposal 04_0066

▪ Proposed in summer 2015 by 
a team led by Xander Tielens

▪ 42 hours observing time
▪ Observed over 13 flights
▪ Largest single map 

undertaken with SOFIA to 
date

CO (3-2) in colors
Green boxes from original 
proposal
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Impact proposal 04_0066: publications/PhD theses

Phd theses:
Cornelia Pabst (Uni Leiden)
Sümeyye Suri (Uni Köln)
Slawa Kabanovic (Uni Köln Q4 2022)
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https://www.aanda.org/articles/aa/pdf/2021/08/aa39621-20.pdf
https://www.aanda.org/articles/aa/pdf/2021/08/aa39621-20.pdf
https://www.nature.com/articles/s41586-018-0844-1.pdf
https://www.nature.com/articles/s41586-018-0844-1.pdf
https://www.aanda.org/articles/aa/pdf/2020/07/aa37560-20.pdf
https://www.aanda.org/articles/aa/pdf/2020/07/aa37560-20.pdf
https://www.aanda.org/articles/aa/pdf/2021/07/aa40804-21.pdf
https://www.aanda.org/articles/aa/pdf/2021/07/aa40804-21.pdf
https://www.aanda.org/articles/aa/pdf/forth/aa40805-21.pdf
https://www.aanda.org/articles/aa/pdf/forth/aa40805-21.pdf
https://www.aanda.org/articles/aa/pdf/2020/07/aa37455-20.pdf
https://www.aanda.org/articles/aa/pdf/2020/07/aa37455-20.pdf
https://www.aanda.org/articles/aa/pdf/2019/06/aa34532-18.pdf
https://www.aanda.org/articles/aa/pdf/2019/06/aa34532-18.pdf
https://scholarlypublications.universiteitleiden.nl/handle/1887/3147353
https://kups.ub.uni-koeln.de/10162/
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Observing strategy
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Observation details: Heterodyne mapping observation

Total power stability time

Gain stability time

upGREAT stability times:
Total power stability time ~ 30 seconds
Gain stability time ~ 5 minutes

 10  20  30  40 50 60  0
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84 OTF dumps of 0.3 second duration
Observation details: array OTF mapping mode

OFF selection and tiling layout

Overlap between tiles
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Offset between map center 
and far-offs ~ 1 degree

Actual pixel positions shown, non-ideal array 
layout, note vertical distances between 2,0,5
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Observation details: OFF contamination
▪ OFF observation
▪ Concern about 

stability led to a 
minimisation of slew 
time

▪ 3 off positions had 
significant emission

▪ Concern about 
stability, OFF 
positions measured 
on each flight
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Observation details: flight paths

Slide 9

2.4 million spectra
140 Gb of raw data
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Data reduction and data quality
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Data reduction process
▪ Kalibrate code used to convert raw counts to 

rayleigh jeans corrected temperature scale and 
correct for atmospheric transmission▪ Data written to gildas/CLASS data format▪ Baseline correction and data filtered for outliers▪ Velocity cube generated within class

Kalibrate Baseline 
correction Filter data Regrid to 

map grid Analysis

gildas/CLASSC++/python python

Filter data
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https://www.aanda.org/articles/aa/pdf/2012/06/aa18925-12.pdf
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Data reduction process
▪ Kalibrate code used to convert raw counts to 

rayleigh jeans corrected temperature scale and 
correct for atmospheric transmission▪ Data written to gildas/CLASS data format▪ Baseline correction and data filtered for outliers▪ Velocity cube generated within class

Kalibrate Baseline 
correction Filter data Regrid to 

map grid Analysis

gildas/classC++/python python

Filter data
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https://www.aanda.org/articles/aa/pdf/2012/06/aa18925-12.pdf
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Data quality overview
Good Bad Worse
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Baseline correction
▪ Classic problem in heterodyne 

receivers
▪ Data can be corrupted by receiver 

systematics
▪ Reflections from secondary mirror
▪ Reflections from calibration loads
▪ Reflections in IF chain (after mixing)

Standing wave in optics
Standing waves in 
IF chain
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Before mixing

After mixing ● Irregular pattern across band, 
dependent on reflection 
properties of IF chain 
component (see here)

● Phase/amplitude LO 
independent

● Phase/amplitude dependent on 
electrical state of the calibration 
phases (stable system = no 
baseline effects)

● Sinusoidal like but can have a 
modulated amplitude due to 
interference between sidebands

● Amplitude/phase is LO dependent 
due to sideband interference

● Period corresponds to cavity in 
optics 

Standing waves in optics

Standing waves in IF chain

Baseline correction: standing waves physics

Slide 15

https://authors.library.caltech.edu/95545/
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Baseline correction
▪ Typical step in heterodyne data 

processing processing
▪ Standard approach is to flag the 

line region and run a polynomial fit 
on the remaining baseline

▪ Where the baseline has local 
variations fitting a polynomial can 
corrupt the line emission

▪ Particular problem for regions with 
broad lines (e.g. M51 / galactic 
center)

▪ Alternative approach needed

Line emission
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Baseline correction: scaled spline
▪ From HIFI experience, a scaled splined based on off spectra 

observations worked well (see Do kester HEB standing waves paper)▪ This approach was used for the Orion data set▪ Residuals between OFF spectra used to generate a catalog of baseline 
shapes, under the assumption that OFF1-OFF2 spectra have similar 
baseline shapes to ON-OFF spectra

Slide 17

OFF1 OFF2

COLD1

HOT1

OFF1-OFF2
HOT1-HOT2 = BASELINE

https://www.cosmos.esa.int/documents/12133/996743/CORRECTION+OF+ELECTRIC+STANDING+WAVES
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Baseline correction: OFF catalog example
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OFF(i)-OFF(j)
HOT1-HOT2
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Baseline correction: fitting spline to data

Slide 19

Catalog spline used 
to correct data
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Baseline correction: spline correction process

Generate OFF 
catalog

Fit spline to each OFF 
residual spectra

Scale each catalog 
spline to find best fit to 
ON-OFF data

subtract  scaled spline 
to correct spectra
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Baseline correction: spline correction outcome
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Baseline correction: spline correction outcome
Center tile with 
polynomial correction

Center tile with spline 
correction

Correction uncovers second 
order effects in data: gain 
instability Slide 22
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Baseline correction: spline correction RMS before/after

Note no effect on 
stable H0 pixel, tail 
on V2 rms 
distribution removed
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Improving data quality

▪ IF standing waves are a deficiency 
of receivers with HEB mixer

▪ Variable impedance of mixer leads 
to different reflection properties in 
mixer, small changes in LO 
output power, mechanical 
vibration, varying temperature can 
affect the pump state leaving 
baseline residuals in the data

▪ Problem first noted in the 
Herschel/HIFI instrument even 
when operating in a more stable 
thermal environment

Slide 24

LO dependent performance

LFAH                   LFAV

Note degradation in the 
LFAV LO towards later flights
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Data quality: radio interference Scratches seen in map at particular 
channels for particular pixels
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Data quality: radio interference RFI corresponds to 1.9 GHz 
emission, a known mobile phone 
frequency

Slide 26

Red show RFI 
affected channels

Line emission
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Data quality: radio interference

Slide 27
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Data quality: overcoming radio interference
▪ 2-3 pixels in H array affects by RFI. Can’t afford to drop whole pixel in 

cube generation, coverage too thin, leads to holes in map
▪ Weight RFI affected channels down in map making, required custom 

script in gildas (channel weighting not natively supported)
▪ Use associated array in gildas to track RFI affected spectra
▪ RFI affected channels are not recoverable!

Flagged spectra example, red shows the 
associated array for RFI
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https://www.iram-institute.org/medias/uploads/class-associated-arrays.pdf
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Flexible Data format and house keeping data 
synergies

29
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upGREAT data processing: CLASS rigidity

Kalibrate Baseline 
correction Filter data Regrid to 

map grid Analysis

gildas/CLASSC++/python python

Filter data

FITS format CLASS format CLASS/FITS format

Quality measures: 
rms, radiometer rms, 
mean, median, FFT 
power at selected 
channels, RFI filters, 
water vapor, tsys

Stored in external csv file, not in class
Processed using python/pandas Ideally this is tagged to the data 

set, not possible in class right now 
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upGREAT data processing: class rigidity

Kalibrate Baseline 
correction Filter data Regrid to 

map grid Analysis

gildas/CLASSC++/python python

Filter data

FITS format CLASS format CLASS/FITS format

Receiver housekeeping 

mixers

Local oscillator

backends

Cryostat

Telescope

Aircraft

Ideally receiver data is contained in the data format, not 
possible in class, format too rigid, adding new parameters 
to spectra requires changes to source code

If you’d like to hear more on our grafana 
deployment check out the talk link here. Slide 31

https://grafana.com/go/grafanaconline/2021/airborne-astronomical-observatory/
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upGREAT data processing: using receiver data to detect anomalies

▪ IF Standing waves can be inferred direct from receiver 
housekeeping

▪ When you have the mixer current you can flag problem 
spectra, and identify source of baseline issue

Slide 32
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Lessons learned from data processing
▪ Large part of data reduction was undertaken writing tools to get around 

short coming in CLASS data format and scripting environment
▪ CLASS is fast for core functionality, map making, baselining but 

struggles with more complex reductions
▪ Drawbacks:

▪ Rigid data format
▪ Limit time series support
▪ Filtering of data limited

▪ To overcome these drawbacks we developed a python/pandas table 
add-on using the pyclass library, not a stable solution. Flexibility should 
be supported in data format

▪ Having all housekeeping data conveniently available in data reduction 
would help implementing an automatic reduction pipeline
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http://cdsarc.u-strasbg.fr/doc/man/gildas/pdf/gildas-python.pdf
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Code used in data reduction

Slide 34

Spline demo script

https://github.com/KOSMAsubmm/kosma_gildas_dlc/

https://github.com/KOSMAsubmm/kosma_gildas_dlc/
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Lessons learned for future observations
▪ Angular distance to OFF position can be relaxed

▪ Keeping to 20 arcminute limit added additional workload and lost observing time, recent GT Orion 
projects have gone directly to far off (~1 degree distance) without affecting data quality▪ Consider relaxing total power stability time

▪ Currently limited to 30 seconds for ON OTF scans▪ New baseline reduction techniques allows for longer scan times, consider testing longer scan 
times, increases efficiency▪ Shorter dump times, more coverages

▪ To improve redundancy consider going to shorter dump times but more coverages, recent tests at 
0.1 seconds have worked well▪ The array OTF mapping mode requires uniform data quality across the array otherwise you get 
holes in your map due to poor pixel. Having multiple coverages with different pixels leads to better 
data quality (experience used in FEEDBACK legacy project)▪ Don’t integrate single point observation into large single data blocks

▪ OFF check observed with 15 second integration▪ Data quality was poor, 1 second instability corrupted entire spectra▪ Dump single point total power spectra in blocks of 0.5 seconds, average together afterwards▪ Recent GT tests using an adapted very slow OTF mode have worked well
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Questions?


